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How does it work,
What’s it good for ?



Three Ways to use Storage Area Networks

1.  Physically Consolidated Storage
All your storage in one geographical location

2.  Partit ioned, LUN Masked RAID
All  computers using one RAID, many Fi le Systems

3.  Shared File System and (maybe) Shared Files
All  computers using same RAID + Fi le System

Share same Fi les between same Apps



What Business’ have now (pre-SAN)

LANLAN



What Business’ have now (pre-SAN)
Each Computer has i t ’s own Storage Device

LANLAN
Solaris

NT

AIX

• Heterogeneous
Computer Mix

•Low-Bandwidth
    Data Sharing
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SAN Implementation #1

“Physically Consolidated Storage”
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What does it take to build a SAN?
•Host Adapters
     (Fibre Channel)

•Hubs/Switches

•Cables

•Storage



LANLAN

What does it take to build a SAN?
•NICs  (GigE)

•Hubs/Switches

•Cables

•FC-GigE I/F

•Storage



• Zoned Hub/Switch

• Format in various FS

SAN Implementation #1

“Physically Consolidated Storage”
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LANLANBenefitsSolaris

NT

AIX

UFS

NTFS

JFS

• Centrally located

• Centrally administer

• Separates Storage
from Processors
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SAN Implementation #2
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SAN Implementation #2
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• Centrally Located +
Administered

• Increased Storage
Reliability with RAID

• Amortized RAID
expense

• Divide storage
• Assign Pieces

Benefits

• Format in various FS

Solaris

NT

AIX

UFS

NTFS

JFS

“Partitioned, LUN Masked RAID”
• Instal l  LUN-Manager
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“Partitioned, LUN Masked RAID”
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Solaris

NT

UFS

NTFS

• Allocations not
very flexible

• No “sharing”

• Multiple data
copies

CONs

UFS

Solaris

• Mult iple File Systems

• One to One
Partit ion - Computer
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• Storage Formatted with
One File System

SAN Implementation #3

“Shared File System”
• Install SANergy

Solaris

NT

AIX

NTFS
o r

UFS
o r

other
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SAN Implementation #3

“Shared File System” • Centrally Located +
Administered

• Increased Reliability
with RAID

• Amortized RAID
expense

• Only One File
System to Manage

• Flex - Data Growth
- less rebuilding

Benefits

Solaris

NT

AIX

NTFS
o r

UFS
o r

other
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SAN Implementation #3

“Shared File System”

Benefits

Solaris

NT

AIX

NTFS
o r

UFS
o r

other

• Centrally Located +
Administered

• Increased Reliability
with RAID

• Amortized RAID
expense

• Only One File
System to Manage

• Flex - Data Growth
- less rebuilding
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SAN Implementation #3

“Shared File System”

Benefits

Solaris

NT

AIX • One to Many
Partit ion - Computer

• Centrally Located +
Administered

• Increased Reliability
with RAID

• Amortized RAID
expense

• Only One File
System to Manage

• Flex - Data Growth
- less rebuilding

NTFS
o r

UFS
o r

other



SA N

Solaris

NT

AIX

Can the SAN “Share Files”?



How do LANs and Servers work?

L A N



Do Servers “Share”?

L A N

NT

NTF
S

NT

SUN

SGI

M A
C

Tru64

CIFS
Common Internet File

System - Microsoft

NFS
Network File System

 - Unix

NFS Server software -  Hummingbird
NT serving  Unix and other cl ients

NT serving  Windows cl ients



Do Servers “Share”?

L A N

Solaris

UFS

NT

SUN

SGI

M A
C

Tru64

CIFS
Common Internet File

System - Microsoft

NFS
Network File System

 - Unix

CIFS Server software -  Samba
Unix serving NT cl ients

Unix serving Unix cl ients

NFS
Network File System

 - Unix

CIFS
Common Internet File

System - Microsoft















































Conclusion:

Multiple computers
 can use the same files

at the same time

Networks (LANs) Share Files

“Share Files”  defined. . . 



Do Applications “Share Files”?

L A N

NT

NTF
S

NT

SUN

SGI

M A
C

HP

Can they use
“Network” Disks?

Do they lock their files
for exclusive use?
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Does SANergy Share Files?

Solaris

NT

AIX

NTFS
o r

UFS
o r

other

SANergy extends the LAN’s file sharing
 to include the SAN
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How does SANergy share files?

Solaris

NT

AIX

NTFS

M D C

SANergy installed on all computers connected to SAN
At least one computer becomes the Meta Data Controller

Host

SANergy “hides” the SAN connection on Hosts

Host



SASA
NN

Solaris

NT

AIX

NTFS

M D C

File request from host to MDC via normal methods
Negotiation then File Pointers handed back to host

Host

SANergy opens SAN connection

Host

Host gets file directly via SAN
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Solaris

NT

AIX

NTFS

M D C

More Typical SAN with SANergy

Host

MDC+Host

QFS

Multiple MDCs, Multiple Hosts, Multiple File Systems



SANergy provides four major benefits

§ greatly simplifies SAN-storage

administration

§ extends industry-standard networking

 to utilize the SAN

§ broadens increased-data-availability protection

to include any application

§ can reduce the total amount of storage required

in a SAN
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One Disk Volume Per Computer

SASA
NN

NT

NT

NTF
S

NTFS

NTF
S

NT



Different File System per
Operating System

SASA
NN

Solaris

NT

UFS

NTFS

JFS

AIX
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One disk volume and file system for
many Computers+Operating

Systems

NTFS
o r

UFS
o r

other

Solaris

NT

AIX
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SANergy provides four major benefits

§ greatly simplifies SAN-storage

administration

§ extends industry-standard networking

 to utilize the SAN

§ broadens increased-data-availability protection

to include any application

§ can reduce the total amount of storage required

in a SAN



If computers can “share” files over
the LAN . . .

Solaris

NT

AIX
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They can share files over the SAN
with

Solaris

NT

AIX

•Higher Bandwidth
•Less LAN traffic
•Less Processing



SANergy provides four major benefits

§ greatly simplifies SAN-storage

administration

§ extends industry-standard networking

 to utilize the SAN

§ broadens increased-data-availability protection

to include any application

§ can reduce the total amount of storage required

in a SAN



Oops!

H igher Data Uptime

L A NL A N

SANSAN

SQL Server

Email Server

Web Server



•All computers can see the same fi les
•Any other computer can run any other App

H igher Data Uptime

L A NL A N

SANSAN

SQL Server

Email Server

Web Server



SANergy provides four major benefits

§ greatly simplifies SAN-storage

administration

§ extends industry-standard networking

 to utilize the SAN

§ broadens increased-data-availability protection

to include any application

§ can reduce the total amount of storage required

in a SAN



LANLAN

InternetInternet

Web Serving

Web Server

Web Server

Web Server

Web Server



Web Server

LANLAN

Web Server

Web Server

Web Server

SASA
NN

Web Serving

InternetInternet



SANergy

• Shipping since
 November 98

• 5,000+ licenses sold

• W in NT4

• W in 2000

• Solaris

• MacOS

• AIX

• Tru64

• IRIX

• Red Hat Linux

• DG/UX





Added Features of SANergy 2.2

l Linux Host + Meta Data Controller (MDC)

l DG/UX Host

l All MDCs now support all hosts

l Improved MacOS support

l Zoom on Linux and Solaris SANs


