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CERN's Users in the World

Europe:     267 institutes, 4603 users
Elsewhere:  208 institutes, 1632 users
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On-line System
• Multi-level trigger

• Filter out background

• Reduce data volume

• 24 x 7 operation
Level 1 - Special Hardware

Level 2 - Embedded Processors

40 MHz  

40 MHz  (1000 TB/sec)

(1000 TB/sec)

Level 3 – Farm of commodity CPUs

75 KHz 
75 KHz (75 GB/sec)

(75 GB/sec)5 KHz
5 KHz   (5 GB/sec)

(5 GB/sec)100 Hz  

100 Hz  (100 MB/sec)

(100 MB/sec)

Data Recording &

Data Recording &

Offline Analysis

Offline Analysis



interactive
physics
analysis

batch
physics
analysis

batch
physics
analysis

detector

event 
     summary
            data

raw
data

event
reprocessing

event
reprocessing

event
simulation

event
simulation

analysis objects
(extracted by physics topic)

Data Handling and
Computation for

Physics Analysisevent filter
(selection &

reconstruction)

event filter
(selection &

reconstruction)

processed
data

le
s.

ro
be

rt
so

n@
ce

rn
.c

h

CERN



CERN

  
The Large Hadron Collider Project

4 detectors CMS
ATLAS

LHCb

Storage –
  Raw recording rate 0.1 – 1 GBytes/sec

  Accumulating at 5-8 PetaBytes/year

  10 PetaBytes of disk

Processing – 
  200,000 of today’s fastest PCs
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§ Summary of the Computing Capacity required at CERN

CERN Prototype Capacity
year 2001 2002 2003 2004

processor farm 
no. of 2-cpu systems installed 200 400 800 1,200
estimated total capacity (SI95) 13,000 33,000 85,000 158,600
disk storage
no. of disks installed 200 400 800 1,600
estimated total capacity (TB) 16 44 120 320
tape drives
total capacity (achievable MB/sec) 200 350 500 800
automated media
total capacity (TB) 30 120 350 600



CERN

Eng. & accel. services

Infrastructure 
(non-physics)

non-LHC share of base 
physics svcs & infrastr.

LHC share of base 
physics services & 

infrastructure

Physics WAN
Computer centre 

refurbishment

Prototype
Outsourced 

administration & 
operation

Tier 0 investment

Tier 1 investment
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Engineering & accelerator 
services (see note)

Infrastructure services 
(non-physics)

Physics support - 
non-LHC

LHC share of  infrastructure 
services

Baseline LHC phys svcs

LHC services & softw are -  
operation

Fabric & Grid mgmt s/w  R&D

Software & applications 
R&D 
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note: The numbers in this category correspond to the situation at the end of January 2001. They are higher than the figures 
used in the LHC Computing Review dur to a shift in responsibilities to IT from the Technical and Accelerator sectors

IT Division – LTP Planning – Human Resources



The DataGRID Project

www.eu-datagrid.org
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Latest News:

§ CERN Council approves LHC Computing Grid Project
Press Release LHC Computing Grid

§ CERN announces: CERN openlab for DataGrid applications
openlab press release

OpenLab homepage
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Thank you !
… and have a good workshop.


