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e GRID metapio)ls

B Analogy with the electrical power GRID
B Unlimited ubiquitous distributed computing

B Transparent access to multi peta byte
distributed data bases




B Distributed Computing
|| synchronous processing

. ngh_Th rOUghpUt ComDUtlng Blucprint for a Mow
5 Computing infrastructure
|| asynchronous processing a Eaited by 1an roster

and Carl Kessalman
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B On-Demand Computing
|| dynamic resources

B Data-Intensive Computing
|| databases

B Collaborative Computing
|| scientists

lan Foster and Carl Kesselman, editors, “The Grid: Blueprint for a New Computing
Infrastructure,” Morgan Kaufmann, 1999, http://www.mkp.com/grids

Originally |EEE Oct. 2000 B. Segal - CERN/IT



The Gric fropfetsiaryicas View
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Resource-independent and application-independent services

Grid Services e L . : :
authentlcatlon, authorlzatlon, resource Iocatlon, resource aIIocatlon, events, accountlng,

(Middleware) remote data access, information, policy, fault detection

Resource-specific implementations of basic services

E.g., transport protocols, name servers, differentiated services, CPU schedulers, public
key infrastructure, site accounting, directory service, OS bypass
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AGE Grids a solutiepg

Bl Change of orientation of US Meta-computing activity:
O From inter-connected super-computers towards
a more general concept of a computational Grid
(The Grid - lan Foster, Carl Kesselman)

B Has initiated a flurry of activity in HEP:
O US - Particle Physics Data Grid (PPDG)
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Example CMS:

1800 physicists
150 institutes
32 countries

Originally |EEE Oct. 2000 B. Segal - CERN/IT
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Local Fabric

. Management of giant computing fabrics
O auto-installation, configuration management,
resilience, self-healing

B Mass storage management _
O multi-PetaByte data storage, “real-time” data recording
requirement, active tape layer - 1,000s of users

Wide-area

. Workload management
O no central status
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Grid Workload Management
Grid Data Management
Grid Monitoring services
Fabric Management

Mass Storage Management
Integration Testbed
Network Services
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. Segal/CERN

. Middleton/PPARC
. Smith/CERN

. Gordon/PPARC

Etienne/CNRS

. Michau/CNRS




WP L GRIB Wegdlozstel \Vlzirizaicjerrert

B Goal:

define and implement a suitable architecture for
distributed scheduling and resource management in a
GRID environment.
B Issues:
O Distributed scheduling (data and/or code migration) of

unscheduled/scheduled jobs




WERZRERAIDNData IVianauEEs
B Goal:

to specify, develop, integrate and test tools and
middle-ware infrastructure to coherently manage and
share petabyte-scale information volumes in high-
throughput production-quality grid environments.

B issues:
O Universal Name Space




WP 3 GRIBNVICig e Services
B Goal:

to specify, develop, Iintegrate and test tools and
Infrastructure to enable end-user and administrator
access to status and error information in a Grid
environment.




WEERRES G IVIaag el
B Goal:

to facilitate high performance grid computing through
effective local site management.

. Goal:

to permit job performance optimisation and problem
tracing.




WP 5 Mlzess Siiegele[a \zinizic|errer)t
] Goal:

Recognising the use of different existing Mass Storage
Management Systems by the HEP community, provide extra
functionality through common user and data export/import
Interfaces to all different existing local mass storage systems
used by the project partners.
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WENGHIntegration tesig

O plan, organise, and enable test beds for the end-to-end
application experiments, which will demonstrate the
effectiveness of the Data Grid in production quality
operation over high performance networks.

O integrate successive releases of the software components
from each of the development work packages.
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YWERVANEGWORKING S SEIVIGE

. Goals:

O review the network service requirements of Data Grid and
make detailed plans in collaboration with the European and

national actors involved.

O establish and manage the Data Grid Virtual Private
Network.

O monitor the traffic and performance of the network, and




WVRPRGHHER ApPlICEGHS
B Goal:

Develop and/or adapt High Energy Physics applications
(Simulation, Data Analysis, etc.) for the geographically
distributed community using the functionality provided by

the Data Grid, i.e. transparent access to distributed




WP 9 Eartn Oggdpveieldiisicignce Applicartions

. Goal:

to define and develop EO specific components to
Integrate the GRID platform and bring GRID-aware
applications to the earth science community.

B Goal:

rovide a good environment to exploit Earth




WP 1O Blolggassigleilds Agglicartiorns

B Goals:

O Production, analysis and data mining of data produced
within projects of sequencing of genomes or in projects
with high throughput for the determination of three-
dimensional macromolecular structures

O Production, storage, comparison and retrieval of measures
of the genetic expression levels obtained through systems
of gene profiling based on micro-arrays, or through




Wil I nifiormation Disseminaticiimeists

Explortation

B Goal: to create the critical mass of interest necessary
for the deployment, on the target scale, of the results
of the project. This allows the development of the skills,

experience and software tools necessary to the growth
of the world-wide Data Grid

B Goal: promotion of the Data Grid middleware in industr
y
projects and software tools




YWiERZEEO| et VI ana0EE i

B Goals:

O Overall management and administration of the
project

O Coordination of technical activity within the project




PARLICIPANILS

Main partners: CERN, INFN(I), CNRS(F), PPARC(UK),
NIKHEF(NL), ESA-Earth Observation

Other sciences: Metrology (KNMI,NL), Biology, Medicine

Industrial participation: CSSI/F, DataMat/1, 1BM/UK




B Prototype work already started at CERN and in
most of collaborating institutes (Globus initial
Installation and tests)

Proposal to the EU submitted on May 8th,




U Data Grid Main IssUES

B rroject is by EU standards very large in funding and participants

B Management and coordination will be a challenge
B Coordination between National and Data Grid programmes

B Coordination with US Grid activity




SONCIUSIONS ok EIEE

The Grid iIs a useful metaphor to describe an appropriate
computing model for LHC and future HEP computing

Middleware, APIs and interface are general enough to
accommodate many different models for science, industry
and commerce

Still important R&D to be done

Major funding agencies prepared to fund large test beds in




